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The ZZ cross section measurement is important to test Standard Model predictions of Electro-

Weak couplings. Deviations from the expected values can be due to new physics that can contribute
through the anomalous trilinear gauge couplings and large extra-dimensions. In addition to that,
Z 7 events reconstruction is important to set the scale for the H — ZZ search.
We aim to measure the ZZ production cross section through the reconstruction of the £¢¢'¢' and
llvv final states. The measurements in both channels have been performed exploiting the full
dataset collected by CDF experiment, corresponding to 9.7 fb~! of integrated luminosity, and then
combined taking into account the proper correlations. The measurement in the £¢¢'¢' decay mode is
performed as a counting experiment, while in the £{vv reconstruction some kinematic requirements
are imposed to reduce the background contribution, and then a neural network is used to further
extract the ZZ signal. The combined measured ZZ cross section is 1.38f8:§§ pb, in agreement
with the Standard Model prediction 1.4 4+ 0.1 pb at Next to Leading Order. This measurement
improves the previous CDF combined ZZ production cross section measurements and is the current
best measurement at the Tevatron for this process.

PACS numbers:



I. INTRODUCTION

The production of a pair of massive bosons has been largely investigated at lepton and hadron collider, and,
in particular, the ZZ production cross section measurement has been an important benchmark in the validation of
Standard Model (SM) predictions in the electroweak sector. This is moreover a basic step in the search of new physics,
since this process is one of the dominant backgrounds for any search of exotic processes involving the production of
a pair of massive bosons. The SM predicts ZZ production with a cross section of o(pp — ZZ)= 1.4+0.1 pb at Next-
to-Leading Order (NLO), which is smaller than other SM processes that can give a similar experimental signature in
the detector. According to the branching ratios of a Z [1], the ZZ production can be detected in several leptonic or
hadronic final states. Even if the largest decay modes involve the production of hadrons in the final state, the most
interesting channels in which studying this process are the fully leptonic decay modes, given the high efficiency and
precision in lepton reconstruction. The measurement described in this note focuses on the two most favorable decay
channels: £T£T¢¢'~ and (Y0 vD.

Even if just a small amount of ZZ decays in the £0¢'¢' final state (~ 0.5%) this process is really clean to extract a
diboson signal since a negligible amount of background events can give a similar signature in the detector. No other
relevant SM process gives four leptons in the final state that looks like the ones from the ZZ decay, therefore the few
collected events are expected to be dominantly of the investigated signal process. The small branching fraction in this
decay mode constrains the maximum precision achievable in a cross section measurement, limited by the statistics
of the sample available. A parallel measurement is carried out considering the £/vv decay mode which, thanks to a
larger branching fraction (~ 3.5%), gives access to a larger sample of produced ZZ events. On the other hand, the
presence of one Z — vv prevents from fully reconstruct the event limiting the knowledge of part of the process to
global per-event properties. Several SM processes give two leptons in the final state, hence a similar signature in the
detector. In particular the Z — ¢ production, as well as other diboson processes, lead to an overwhelming background
to ZZ identification in this decay mode. The measurement in this channel has been performed exploiting an artificial
neural network to extract the investigated signal process out of the background contribution in the collected data
sample.

II. DETECTOR DESCRIPTION

The components of the CDF II detector relevant to this analysis are described briefly here; a more complete
description can be found elsewhere [2]. The detector geometry is described by the azimuthal angle ¢ and the pseudo-
rapidity n = —In(tan6/2), where 0 is the polar angle of a particle with respect to the proton beam axis (positive
z-axis). The pseudo-rapidity of a particle originating from the center of the detector is referred to as nges.

The trajectories of charged particles are reconstructed using silicon micro-strip detectors [3, 4] and a 96-layer open-
cell drift chamber (COT) [5] embedded in a 1.4 T solenoidal magnetic field. For |nqet| < 1, a particle traverses all 96
layers of the COT; this decreases to zero at |nges| = 2. The silicon system provides coverage with 6 (7) layers with
radii between 2.4 cm and 28 cm for |get| < 1.0 (1.0 < |nges| < 2.0). Outside of the solenoid are electromagnetic (EM)
and hadronic (HAD) sampling calorimeters segmented in a projective tower geometry. The first hadronic interaction
length (A) of the calorimeter, corresponding to 19-21 radiation lengths (Xj), uses lead absorber for measuring the
electromagnetic component of showers, while the section extending to 4.5-7 A uses iron to contain the hadronic
component. The calorimeters are divided in a central (|n4et| < 1) and forward (1.1 < |74et| < 3.64) region. Shower
maximum detectors (SMX) embedded in the electromagnetic calorimeters at approximately 6X, help in the position
measurement and background suppression for electrons. Outside of the central calorimeters are scintillators and
drift chambers for identifying muons as minimum ionizing particles. We use three complementary track pattern
recognition algorithms which are distinguished by their starting point in COT, silicon, or projection from calorimeter
energy cluster to interaction region.

III. LEPTON IDENTIFICATION

In order to maximize the signal acceptance and suppress backgrounds from jets and photons misidentified as leptons,
we use ten categories of electrons and muons. Two additional categories, based on central tracks that are not fiducial
to calorimeters or muon detectors, are used as either an electron or muon in forming Z — ¢¢ candidates. The resulting
categories exploit essentially all the tracks and electromagnetic calorimeter clusters available.

All leptons are required to be isolated such that the sum of the Er for the calorimeter towers in a cone of AR =
v/ 0n? 4+ Ag2 <0.4 around the lepton is less than 10% of the electron E7 or muon pr. If an additional good muon or
electron candidate is found within the AR <0.4 cone, the towers the additional lepton passed through are subtracted



from the Ep sum. The transverse energy Ep of a shower or calorimeter tower is Esinf, where E is the associated
energy. Similarly, pp is the component of track momentum transverse to the beam line.

Electron candidates are required to have a ratio of HAD energy to EM energy consistent with originating from
an electromagnetic shower ad are further divided into central and forward categories. The central electron category
require a well-measured COT track satisfying pr >10 GeV/c that is fiducial to the central SMX and matched to
a central EM energy cluster. Central electron candidates are then selected using a likelihood method to combine
electron identification variables into one discriminant. A forward electron is required to be fiducial to the forward
SMX detector and have energy deposition in both the calorimeter towers and SMX detector consistent with an electron
shower shape. For each forward candidate, we also require a matching calorimeter seeded track that is consistent with
a standalone reconstructed track formed using hits in the silicon detector to reduce background from photons. If a
forward electron fails this cut based category, it has a chance to pass using likelihood based discriminant.

Muons are identified by either a charged track matched to a reconstructed track segment (stub) in muon chambers
or as a stubless minimum ionizing particle fiducial to calorimeters. In addition, stubless muons are required to have
at least 0.1 GeV in total calorimeter energy. For nge; <1.2, strict requirements on the number of COT hits and the 2
of the track fit are placed on the muon tracks in order to suppress kaon decay-in-flight backgrounds. The category of
stubless muons with |nget| >1.2 requires that at least 60% of the COT layers crossed by the track have hits. In order
to suppress background from cosmic rays, the track’s point of closest approach to the beam-line must be consistent
with originating from the beam.

The final category of leptons are constructed from tracks which are not fiducial to the SMX detectors nor identified
as stubbed muons. The requirements for the tracks are the same as stubless muons with |9qet| <1.2, but without any
of the calorimeter requirements. Due to the lack of calorimeter information, electron and muons cannot be reliably
differentiated in this region, and this category is therefore treated as having either flavor in the Z candidate selection.
If an electron or non-fiducial track candidate is consistent with being due to a photon conversion as indicated by the
presence of an additional nearby track, the candidate is vetoed.

To identify the presence of neutrinos, we define the missing transverse energy H,=|>", Ex,; - r,;|, where the np;
is the transverse component of the unit vector pointing from the interaction point to the calorimeter tower i. The
Ky is corrected for muons which do not deposit all of their energy in the calorimeter and tracks which point to
uninstrumented regions of the calorimeter.

The ZZ candidate events are required to pass one of five online trigger selections implemented in three successively
more stringent levels. The final central electron requirement is EM energy cluster with Ep >18 GeV matched to a
track with pr >8 GeV/c. Muon triggers are based on information from muon chambers matched to a track with
pr >18 GeV/c.

Selection efficiencies are measured in data and MC simulation using Z — £¢ samples. Correction factors are then
applied to each process simulation obtained from the ratio of the efficiency calculated in the simulation and in the
data.

IV. ZZ —uwl'v
A. Event selection

ZZ — 00 candidate events are required to have four leptons with pr > 10 GeV /¢, at least one of which must have
pr > 20 GeV/c and be a lepton that met the trigger requirements. The leptons are grouped into opposite sign, same
flavor pairs, treating the track-only leptons as either e or u. For events containing more than one possible grouping,
the grouping with the smallest sum of the differences from the Z boson mass is selected. One pair of leptons must
have a reconstructed invariant mass within +15 GeV/c? of the Z mass [1], while the other must be within the range
[40,140] GeV/c?. The ZZ — 0’ acceptance is determined using a PYTHIA-based Monte Carlo (MC) simulation
[6] including a GEANT-based simulation of the CDF II detector [7]; CTEQ5L parton distribution functions (PDFs) are
used to model the momentum distribution of the initial-state partons [8].

The only significant backgrounds to the ££¢'¢' final state come from Z+jets where two jets are misidentified as
leptons and Z~y+jets where the photon and a jet are misidentified as leptons. These are estimated using a data-driven
technique because the simulation is not expected to reliably model the associated rare jet fragmentation and detector
effects leading to fake leptons. The probability that a jet will be misidentified as a lepton is measured using a sample of
events collected with jet-based triggers and corrected for the contributions of leptons from W and Z decays. A sample
of three identified leptons plus a lepton-like jet, 31 + j;, and two identified leptons plus two lepton-like jets, 21 + 27,
is weighted with a misidentification factor to reflect the background to the ££¢'¢" selection. This procedure double
counts the contributions from Z+2 jets because these have two jets, either one of which could be misidentified to be
included in the 31 + j7; sample, but both of which need to be misidentified to be included in the ££¢'¢’ sample. A few



percent correction is made for the double counting, and a simulation-based correction is made for the contamination
of the 3l + j; sample by ZZ — £0¢'¢' events in which one of the leptons fails the selection criteria and passes the j
selection criteria.

The expected and observed yields are summarized in Table I, while FIG 1 shows a comparison between the MC
simulation and the observed data events that pass the requirement described above.

[ £=9.7 fb~!
Process candidate events
Z7Z 9.59 + 1.55
Z(y)+jets 0.06 + 0.03
Total Expected 9.65 + 1.55
Data 7

ZZ — ¢ee’¢’ Signal Region

TABLE I: Expected and observed number of events in the ZZ — ££¢'¢’ signal region for the signal and background
contribution.

B. Systematic uncertainties

In this cross section measurement we consider systematic uncertainties that can affect the expected signal and
background contribution. We consider uncertainties of 2.5% on the acceptance due to higher order QCD effects
which are not simulated, 2.7% due to PDF uncertainties, 0.04% from the trigger efficiency determination, 3.6% from
the lepton reconstruction acceptance and efficiency, and 5.9% due to the luminosity uncertainty. The uncertainty
on Z(vy)+jets background is determined from the variation of the jet misidentification factor among samples using
different jet trigger requirements. Table II summarize the systematic uncertainties considered in the cross section
measurement.

Source 4 Z(v)+jets
PDF Model 2.7 %
Higher-order Diagrams 2.5 %
Luminosity 5.9 %
Jet Fake Rates 50.0 %
Lepton ID efficiencies 3.6 %
Trigger efficiencies 0.04 %

TABLE II: Systematic uncertainties considered in the £0¢'¢’ decay mode cross section measurement.

C. Cross section measurement

We measure the ZZ cross section using a Bayesian approach [1], building a likelihood function that express the
poissonian probability to observe a number of events n for a given prediction of signal and background contribution.
In the likelihood the systematic uncertainties are represented by nuisance parameters gaussianly constrained to zero.
The likelihood function can be written as:

2
45

pre 4
Lap="—" II ¢ (1)

j=syst.

where 7 is the number of observed events, 6; the systematic nuisance parameters, and

H=0Czz - H(l—i_f%ZeJ) Ng;p—i- H(1+f%‘akes'9j) N?:Ifes (2)
J J

where f,g are the fractional uncertainties for the process k corresponding to the source of systematic j, IV ,f “P are the

nominal expected events for the signal and background processes and azyz represent the ratio between the measured



Z 7 cross section and the one used to normalize the MC. We integrate the likelihood function over the nuisance
parameters 6; (i.e. over the systematic uncertainties) obtaining the posterior probability density function (p.d.f.)
L(azz). The value azz that maximizes the posterior p.d.f. is considered as the measured cross section (in units of
the SM 0z7) and the +10 bands will define the errors on the measurement. The measured cross section in the ££¢'¢
is
olpp — 27
TP = ZZ) _ () 734031 (gag HO0S (gt ) — 0734032 3)
OSM
This result is compatible with the SM prediction and reduces the uncertainty of the previous measurement from 40%
to ~32%.
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FIG. 1: Comparison of the MC simulation prediction and observation for some kinematic variables of the events in
the selected £0¢'¢'" collected sample.



V. ZZ — vy
A. Event selection

Z 7 — v candidates are selected among the sample of events containing exactly two leptons with the same flavor
and opposite charge. One of the two leptons is required to have passed one of the considered triggers and have pp >
20 GeV/c, while for the second one we require pr > 10 GeV/c. The events are selected if the two reconstructed
leptons have an invariant mass within 15 GeV/c? of the nominal Z mass [1].

The dominant source of dilepton events is the Drell-Yan process (DY), which has a cross section many orders of
magnitude larger than that of the investigated ZZ signal. The main difference between the signal and the Drell-Yan
process is the presence of the two neutrinos in the signal final state which may lead to a transverse energy imbalance in
the detector, quantified by the E,. Other background contributions come from WW and W Z production, decaying
in their respective leptonic channels, W+ or W+jets production where photons or jets are misidentified as leptons,
and a small contribution from ¢t production.

B. Data modeling

The expectation and modeling of signal and background processes are determined using different Monte Carlo (MC)
simulations (as it has been done for the ££¢'¢' final state) including a GEANT-based simulation of the CDF II detector
[7]; CTEQSL parton distribution functions (PDFs) are used to model the momentum distribution of the initial-state
partons [8]. The WZ, ZZ, DY, and t¢ processes are simulated using PYTHIA [6] while W is simulated using MC@NLO
[9]. W is simulated with the Baur event generator [10]. Each simulated sample is normalized to the theoretical cross
section calculated at next-to-leading order in QCD using [11]. The W+jets background is estimated using the same
data-driven technique used to evaluate the Z(v)+jets background to the ££¢'¢’ sample. The fake lepton probabilities
are applied to the jets in a W+jets enriched event sample to estimate the W+jets background contribution to our
dilepton sample [12].

C. Signal Region definition

In order to extract the ZZ — flvv signal from the background dominated sample we exploit some kinematic
properties of the reconstructed event. At first, since we don’t expect £lvv events to have a large hadronic activity,
we apply a veto on the presence of a Z-recoiling jet, rejecting events that have any jet with Er >15 GeV and
Ap(j, Z) > w/2. In dominant Drell-Yan background events (as well as W+jets events) is often present a high-Er
jet recoiling against the Z — ¢4, hence this veto reduces this contribution while doesn’t affect significantly the ZZ
signal. This veto selects a sample composed for its ~98% by events with no reconstructed jet at all, still dominated
by Drell-Yan events.

We further select ZZ — £lvv events by requiring that the F, in the event is mostly aligned along the axis (Ax) of
the reconstructed Z — ££ in the opposite direction, selecting events with

ETAJC = —ET + COS Aqb(ET?ﬁ%) > 30 GeV, (4)

where A¢(H,pZ) is the angle between F, and the direction of the reconstructed Z, as shown in FIG. 2. This
requirement rejects 99.8% of the Drell-Yan background while preserving about 30% of the signal.

In summary, we search for the ZZ — ¢fvv signal in a sample of events passing the following kinematic requirements,
that define the Signal Region:

e Exactly two leptons of the combination ete~eTe™, uTu—putu=, ete - putu~
e pr(f1) >20 GeV/c, pr(f2) >10 GeV/c

e 76 < My, <106 GeV/c?

e No jet with Er >15 GeV and A¢(j, Z) > 7/2

° ETAI >30 GeV



The composition of the sample of events passing these requirements is summarized in TABLE III, including ex-
pectations for other minor backgrounds. FIG. 3 shows some kinematic variable comparison between data and MC
simulation for events passing the Signal Region requirements.
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1. Background modeling test

The modeling of the main background contribution in the defined Signal Region (Drell-Yan, WW) have been tested
in orthogonal sample of collected data with similar kinematic properties to the Signal Region. We test the Drell-Yan
background modeling comparing data and simulation in a sample of events passing all the requirements applied for
the Signal Region definition but having ET’% <25 GeV, where the ZZ signal contribution is negligible. The WW
production modeling is tested comparing data to simulation in a sample of e* 1 F events passing the same requirements
applied for the Signal Region but 40 < M., < 140 GeV/ 2, which has a negligible ZZ contribution and a small residual
Drell-Yan contamination due to Z — 77 decays. The discrepancies between data and Monte Carlo simulation that
affects in particular the Drell-Yan modeling will be taken into account as a systematic uncertainties.

D. Neural Network separation

In order to improve the signal-to-background ratio further, we use an artificial neural network relying on the
simulated samples of signal and background events. This self-learning machine exploits kinematic information about
a given process (input variables) to produce an output value close to a target value (usually +1 for signal-like and
-1 for background-like events). A NeuroBayes© neural network (NN) [13] is trained using seven event kinematic
variables: the leading lepton transverse momentum (pr(¢1)), the B, significance (K, /+/>. Er [20]), the dilepton
invariant mass (M), the dilepton system transverse momentum (pgf), the opening angles between the two leptons in
the transverse plane (A¢(¢/)), the number of reconstructed jets in the events (Njcss), and the angle in the detector
transverse plane between the H, evaluated as the unbalance in the calorimeter towers and the ;. representing the
missing transverse pr from the tracks reconstructed in the tracking system. These variables are the most sensitive
for signal-to-background separation since they exploit the unique features of ZZ production and are shown in Figure
3, comparing data to simulations. Figure 4 shows the resulting NN output distributions for data and expected signal
and background events in the Signal Region, in which ZZ signal events tend toward higher values and background
toward lower values.

Exploiting the good separation of the signal from the background, we measure the ZZ cross section from a binned
maximum likelihood fit of the NN output distribution. The likelihood function in the fit is the product of the Poisson
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FIG. 3: Comparison of the MC simulation prediction and observation for the kinematic variable considered in this
analysis, for events passing the Signal Region requirements.

probability of the observed yield in each bin on the NN output, given the signal and background expectations.

E. Systematic uncertainties

The systematic uncertainties taken into account in this measurement can affect the shape and the normalization of
the expectations of the signal and background processes contributing to the £¢vv final state. The shape of the Monte
Carlo distributions is verified using collected data in different kinematic region and the discrepancy with respect to
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the Monte Carlo simulation is taken into account in the cross section measurement. We also consider sources of
systematic errors that can affect the theoretical prediction normalization as well as the analysis acceptance that are
included in the likelihood with a Gaussian constraint to 0, and treated as nuisance parameters.

Uncertainties from measurements of the lepton selection and trigger efficiencies are propagated through the analysis
acceptance. The dominant uncertainty in the final measurement comes from the acceptance difference between
the leading order (LO) and the next-to-leading order (NLO) process simulation. The uncertainty in the detector
acceptance is assessed using the 20 pairs of PDF sets described in [14]. We assign a 5.9% luminosity uncertainty to
the normalization of MC simulated processes [15]. We include uncertainties on the theoretical cross section of WW [16],
WZ [16], W~ [17] and ¢t [18, 19]. The uncertainty on W+jets background is determined from the variation of the jet
misidentification factor among samples using different jet trigger requirements. The effect of the uncertainty on the jet
reconstructed energy is taken into account in the applied veto on the jet with Ep > 15 GeV/c and A¢(j, Z) > 7/2, and
in the data-to-MC reconstruction efficiency correction as function of the jet Ep. The kinematic variable distribution
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mismodeling in the simulation is taken into account comparing the neural network output distribution of data and
simulation, for events in the Drell-Yan and WW control region described in Section VC1. Such neural network
output distribution are shown in FIG. 5 for (a) the Drell-Yan dominated control sample and (b) the WW dominated
control sample. The systematic discrepancy between data and MC simulation observed in the Drell-Yan dominated
control sample is extrapolated as a systematic uncertainty affecting the shape of the NN output distribution for the
Drell-Yan background prediction in the Signal Region. No significant discrepancy is observed for events in the WW
dominated control sample, hence no additional systematic error is considered for the modeling of such process in the
Signal Region.

All the systematic uncertainties are summarized in Table IV. Correlations between the systematic uncertainties
are taken into account in the cross section measurement.
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FIG. 5: Neural Network output distribution for data and simulated events in the (a) Drell-Yan Control Region and
(b) WW Control Region.

Uncertainty Source ZZ WW WZ tt DY Wy WHjets

Cross Section 6% 6% 10% 5% 10%
MC-run dep. 10%

PDF 2.7% 1.9% 2.7% 2.1% 4.1% 2.2%
NLO 5% 5% 10% 5%
L 5.9% 5.9% 5.9% 5.9% 5.9% 5.9%
Conversion 10%
Jet Modeling 2.0% 1.6% 3.4% 5.3% 6.2% 2.0%
Fakes 16%
Lepton ID Eff. 3% 3% 3% 3% 3%
Trigger Eff. 2% 2% 2% 2%

NN shape shape

TABLE IV: Systematic uncertainties considered in the cross section measurement in the /vy decay mode.

F. Cross section measurement

The ZZ production cross section is measured from the binned Neural Network output distribution, considering all
the systematic uncertainties that might affect the normalization of the MC predictions as well as the shape of the NN
output distributions described before. The same Bayesian approach used for the cross section measurement in the
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0’0 decay channel is applied in this case defining a likelihood function

Loy = (H pi'e m) : H e_g (5)

j=syst.

where the index ¢ runs over the bins of the NN output distribution, n; is the number of events observed in the i-th bin
of the distribution, the nuisance parameters 6; represent the systematic uncertainties and are gaussianly constrained
to 0, and

pi= aw [T+ £-6)) | (V) (6)
p i

where fk, are the fractional uncertainties for the process k corresponding to the systematic j, and N “P are the

expected number of events for the several processes in each bin. The parameters «j are all fixed to 1 (i.e. the
predictions are fixed to the nominal MC normalization) but azz.
We extract the cross section (in units of the SM prediction 0Z%) from the Ly, (azz) posterior p.d.f. obtained

after integrating over all the nuisance parameters:
p— 27
owp = 27) _ 1.0670-24 (stat.) & 0.12(syst.) = 1.067927 . (7)
osM

The result is in really good agreement with the SM prediction, reducing the uncertainty on the central value to ~27%,
with respect to the 45% uncertainty of the previous CDF measurement in this decay channel.

VI. COMBINED RESULT

After measuring separately the ZZ production cross section in the £6¢'¢' and £vT we can combine these two result,
taking into account the proper correlations between the measurements in the two separate decay modes. In this case
the posterior p.d.f. is obtained from the product of the probabilities in the two decay channel, with a common term
representing the systematic uncertainties gaussianly constrained. The combined likelihood is then:

— i Nae ,— gy 7
L="Lp @ Ly = [(H ’uz i ) X #4 ¢ ] H e 2 . (8)
NN

Jj=syst.

The core of the likelihood is composed by the product of the probabilities in each bin of the Neural Network output and
the one corresponding to the four lepton analysis. With such definition of the likelihood function are automatically
correlated all the systematic uncertainties parameters shared by the two decay modes. The posterior p.d.f., L(azz),
gives as a result

o(pp — ZZ) . .
o T 0.99 + 0.14(stat.) T3 (syst.) = 0.9970% . (9)

This corresponds to a measured ZZ production cross section in the zero-width approximation[21] of
o(pp — ZZ) = 1.38 4 0.19(stat.) T35 (syst.) = 1.3879:2% pb (10)

which is in really good agreement with the Standard Model prediction, O'[ZV é“o— 1.440.1 pb, and significantly improves

the previous CDF combined measurement, reducing the uncertainty from ~28% to ~20%.
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The zero-width approximation for the cross section calculation is the proper value to quote since it is independent from
the considered ZZ decay mode, hence easy to compare with other cross section measurements.



